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Abstract— Visual features are commonly modeled with proba-
bility density functions in computer vision problems, but current
methods such as a mixture of Gaussians and kernel density
estimation suffer from either the lack of flexibility, by fixing
or limiting the number of Gaussian components in the mixture,
or large memory requirement, by maintaining a non-parametric
representation of the density. These problems are aggravated in
real-time computer vision applications since density functions
are required to be updated as new data becomes available. We
present a novel kernel density approximation technique based
on the mean-shift mode finding algorithm, and describe an
efficient method to sequentially propagate the density modes
over time. While the proposed density representation is memory
efficient, which is typical for mixture densities, it inherits the
flexibility of non-parametric methods by allowing the number of
components to be variable. The accuracy and compactness of the
sequential kernel density approximation technique is illustrated
by both simulations and experiments. Sequential kernel density
approximation is applied to on-line target appearance modeling
for visual tracking, and its performance is demonstrated on a
variety of videos.

Index Terms— kernel density approximation, mean-shift, mode
propagation, on-line target appearance modeling, object tracking,
real-time computer vision

I. INTRODUCTION

DENSITY estimation is broadly used to statistically model
visual features in computer vision applications. The un-

derlying probability density of the features can be described by
a parametric (e.g., Gaussian or mixture of Gaussians) or non-
parametric (e.g., histogram or kernel density-based) representa-
tion. However, these representations create a trade-off between the
flexibility of the model and its data summarization property. In
other words, parametric methods are simple and efficient, but have
difficulty representing multi-modal density functions effectively.
Also, they usually require a pre-defined parameter for the number
of components, so it is hard to use parametric density functions in
real-time applications, especially when there are a large number
of modes in the underlying density or the number of modes is
frequently changing. On the other hand, non-parametric models
are very flexible and can accommodate complex densities, but
require a large amount of memory for their implementation.

We present a new method to approximate a multi-modal density
function with a mixture of Gaussians — Kernel Density Approx-
imation (KDA), which was originally introduced in [15], [16].
Kernel density approximation is a flexible multi-modal density
representation method since every parameter for the Gaussian
mixture is determined automatically. This technique is applied to
a real-time computer vision problem — on-line target appearance
modeling for object tracking.

A. Related Work

A Gaussian distribution, which is the simplest density-based
modeling method, is frequently used for various computer vision
problems, such as background subtraction and object tracking
[14], [17], [24], [32]. However, this representation cannot handle
multi-modal density functions, so the accuracy of modeling is
severely limited.

Mixture models based on multiple components have been uti-
lized in numerous applications. In [22], a target appearance model
based on color is constructed by a mixture of Gaussians which
is replaced in each frame, and the same density representation is
employed for optical flow estimation by Jepson and Black [18]. A
recursive update of a Gaussian mixture model is proposed in [20],
[29] for background modeling, but these methods are not flexible
enough to model complex density functions since they typically
require the maximum number of components in the mixture in
advance. For object tracking, adaptive target appearance modeling
by a 3-component mixture is described in [19], where the mixture
density function is updated over time by an on-line EM algorithm.
However, it is generally difficult to add or remove components
in the existing adaptive mixture models in a principled way.
Therefore, most real-time applications rely on models with a fixed
number of mixtures [18], [19], [22] or apply ad-hoc strategies
to adapt the number of mixtures in time [20], [27], [29], where
the addition and deletion of a Gaussian component is highly
dependent on the pre-defined threshold values. There is a more
elaborated method to determine the number of components using
a layer model, but it also requires the maximum number of layers
as a parameter and the decision regarding the number of layers
is based on an additional complex process [30].

Kernel density estimation [12] is one of the most popular non-
parametric techniques to model densities, because it provides a
flexible framework to represent multi-modal densities. However,
its very high memory requirements and computational complexity
inhibit the use of this method in real-time applications, even
though there have been several attempts to reduce the compu-
tational cost [11], [33].

B. Our Approach

In contrast to previous approaches, we present a new strategy
for multi-modal density approximation and its on-line learning
that relies on modeling and propagation of density modes. The
modes (local maxima) of a density function represent regions with
higher local probability; hence, their preservation is important
to maintain a low density approximation error. We represent the
density as a weighted sum of Gaussians, whose number, weights,
means and covariances are automatically determined. The mode
locations are detected by a mode finding algorithm based on
the variable-bandwidth mean-shift, and Gaussian components are
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created whose means are given by mode locations. Also, the
covariance of each Gaussian is derived by fitting the curvature
around its mode location. For sequential adaptation, the density
function can be updated at each time step to include new data
into the model. Starting from the previous components of the
density and the new component, we use the mean-shift algorithm
to detect new modes. This procedure is performed in linear time,
which we prove by amortized analysis [10]. Using this mode-
based representation, the memory requirements are low, similar
to all methods that use mixture densities, but we have a principled
way to create and delete Gaussian components at each time step.

The proposed algorithm is able to preserve mode locations
in underlying density functions and approximate well-separated
Gaussian mixtures very accurately. It is not a general density
approximation method, but is tuned for the types of densities
often encountered in computer vision applications. In on-line
computer vision applications, all the previous data is typically not
available at processing time, and the preservation and propagation
of major density modes is more important than an accurate
approximation of the entire density function. Our approach is
particularly appropriate for real-time computer vision applications
such as on-line target appearance modeling for visual tracking.

The paper is organized as follows. Section II discusses kernel
density approximation by mode detection based on the variable-
bandwidth mean-shift. Sequential kernel density approximation
using mode propagation is explained in section III. How this
technique can be applied to on-line target appearance modeling
for object tracking is described in section IV.

II. KERNEL DENSITY APPROXIMATION

This section explains how we approximate a density function
with a mixture of Gaussians. The mean-shift mode finding algo-
rithm [7]–[9] is presented, and a covariance estimation technique
based on curvature fitting is also discussed. After that, the
accuracy of the kernel density approximation is illustrated through
simulation.

A. Mean-Shift Mode Finding

Suppose that we are given a density function by weighted
kernel density estimation based on a Gaussian kernel. Denote by
xi (i = 1, . . . , n) a set of means of Gaussians in Rd and by Pi a
symmetric positive definite d×d covariance matrix associated with
the corresponding Gaussian. Let each Gaussian have a weight κi

with
∑n

i=1 κi = 1. The sample point density estimator computed
at point x is given by

f̂(x) =
1

(2π)d/2

n∑
i=1

κi

| Pi |1/2
exp

(
−

1

2
D

2 (x,xi,Pi)
)

(1)

where
D

2 (x,xi,Pi) ≡ (x − xi)
�
P

−1
i (x − xi) (2)

is the Mahalanobis distance from x to xi. The density at x is
obtained as the average of Gaussian densities centered at each
data point xi and having the covariance Pi.

In the underlying density function (1), the variable-bandwidth
mean-shift vector at location x is defined by

m(x) =

(
n∑

i=1

ωi(x)P−1
i

)−1 (
n∑

i=1

ωi(x)P−1
i xi

)
− x (3)

where the weights

ωi(x) =
κi | Pi |

−1/2 exp
(
− 1

2D2 (x,xi, Pi)
)

∑n
i=1 κi | Pi |−1/2 exp

(
− 1

2D2 (x,xi, Pi)
) (4)

satisfy
∑n

i=1 ωi(x) = 1.
It can be shown that by iteratively computing the mean-shift

vector (3) and translating the location x by m(x), a mode seeking
algorithm is obtained which converges to a stationary point of the
density in equation (1) [8]. There are three kinds of stationary
points in the density function: local maxima, local minima and
saddle points. We are interested in finding mode locations (local
maxima) to simplify the original density function; a formal check
for the maxima involves the computation of the Hessian matrix

Ĥ(x) =
1

(2π)d/2

n∑
i=1

κi

| Pi|1/2
exp

(
−

1

2
D

2 (x,xi, Pi)
)
×

P
−1
i

(
(xi − x

c)(xi − x
c)� − Pi

)
P

−1
i (5)

which should be negative definite (having all eigenvalues nega-
tive) at the mode location. If this condition is satisfied, all the
sample points that converge to that location should be merged
with a single Gaussian centered at the convergence location. Oth-
erwise, they should be left unchanged since density approximation
would create too high an error.

Figure 1 illustrates the convergence to the local maximum of
each sample by the mode-finding algorithm. In each figure, the
contour of a 2D density function constructed by kernel density
estimation with 100 Gaussian kernels — all weights are equal in
this example — is presented, and a white circle in Figure 1(a)
indicates the initial location of each sample. As illustrated in the
following figures, each sample converges to an associated mode
and four modes are finally detected at the 14th time step. The
mean-shift procedure is terminated when the size of the mean-
shift vector is less than ε — a negligibly small number.

(a) t = 0 (b) t = 1

(c) t = 2 (d) t = 14

Fig. 1. Convergence by mode-finding algorithm

For density approximation, a Gaussian component is assigned
to each detected mode, where the mean of the Gaussian is equal
to the converged mode location and the weight of each Gaussian
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is equal to the sum of the kernel weights of the data points that
converge to the mode.

B. Covariance Estimation

The mean and weight of each Gaussian for the approximated
density function are determined by mean-shift, and the covariance
for each Gaussian need to be estimated. The covariance matrix
associated with each mode P̃j is computed by curvature fitting
around the mode location using the Hessian matrix.

Suppose that the approximate density has m unique Gaussian
component at x̃j (j = 1, . . . , m) with associated weights κ̃j after
the mode finding procedure. The Hessian matrix Ĥ(x̃j) at a mode
x̃j of the original density function in equation (1) is given in
equation (5). Also, the Hessian matrix at the mean of a Gaussian
distribution centered at x̃j with weight κ̃j and covariance P̃j is
given by

H(x̃j) = −
κ̃j

(2π)d/2 | P̃j |1/2
P̃

−1
j . (6)

By equalizing these two expressions for the Hessian matrices
at the mode in the original density and the single Gaussian
distribution, we solve for the estimated covariance matrix P̃j .
Specifically, suppose that P̃j is decomposed by Singular Value
Decomposition (SVD) as P̃j = UΛU

�

and that the Hessian
matrix at x̃j in equation (5) is represented with a similar form,
Ĥ(x̃j) = VΓV

�

. Then, the following equation is obtained by
the equalization of two Hessian matrices.

VΓV
�

= −
κ̃j

(2π)d/2 | Λ |1/2
U

�

Λ
−1

U (7)

By assuming U = V
�

and from equation (7), we can compute
| −Γ | which is given by

| −Γ |= −
κ̃d

j

(2π)d
2/2

| Λ |−
d+2

2 , (8)

and Λ is derived from equation (7) and (8) as follows.

Λ = −
κ̃

2
d+2

j

| 2π(−Γ−1) |
1

d+2

Γ
−1 (9)

Therefore, the estimated covariance matrix is finally given by

P̃j = −
κ̃

2
d+2

j

| 2π(−Ĥ−1
j (x̃j)) |

1
d+2

Ĥ
−1
j (x̃j), (10)

and the approximated density is

f̃(x) =
1

(2π)d/2

m∑
i=1

κ̃i

| P̃i |1/2
exp

(
−

1

2
D

2 (
x, x̃i, P̃i

))
. (11)

where P̃i is given by equation (10) and m(� n) is the number
of detected modes.

C. Performance of Kernel Density Approximation

We next describe a set of simulations for testing the accuracy
of kernel density approximation. We consider situations in which
the underlying density is a mixture of Gaussian with an arbitrary
number of components. The density function is reconstructed by
by kernel density estimation (KDE), EM algorithm and our kernel
density approximation (KDA), and then the Mean Integrated

Squared Error (MISE) between the groundtruth and estimated
densities are compared.

In our experiments, three different density functions are tested
as specified in Table I and Figure 2; case 1 and 2 are relatively
well-separated Gaussian mixtures, and the density function in
case 3 involves non-symmetric modes and heavy-tailed regions.
Note that a Gaussian distribution is denoted by N(·), which
involves three parameters weight, mean, and covariance. The
same bandwidth is used in kernel density estimation and kernel
density approximation for each kernel, and the correct number of
Gaussian components is given to the EM algorithm. The average
MISE is computed based on 50 realizations for reliability.

As shown in Table I, kernel density approximation has com-
parable error with both kernel density estimation and EM. Since
kernel density approximation assigns a Gaussian kernel to each
detected mode and the covariance is estimated based on the
curvature around each mode, the accuracy degrades in areas
far from the mode locations. However, the density functions
simulated by kernel density approximation are represented with
only a small number of Gaussian components without any pre-
defined parameters, and the error is still comparable to kernel
density estimation and EM. On the other hand, the EM algorithm
is powerful when the number of Gaussian components is known,
but its performance is severely degraded by an incorrect setting
of the number of components and/or inappropriate parameter
initialization. Some examples of inaccurate density estimation
by the EM algorithm are illustrated in Figure 3, where the
reconstructed density functions incur high error mainly because
of bad initialization of parameters. As seen in the figure, this
problem is aggravated when the number of Gaussian components
is wrong, as in Figure 3(a) and (c).

TABLE I

ERROR OF KDE AND KDA TO THE GROUNDTRUTH

MISE (×10−5) case 1 case 2 case 3
Ekde 2.2691 0.9387 0.9765
Ekda 2.6024 2.1003 3.7344
Eem 6.0664 2.0302 2.4773

- case 1: N(0.15, 12, 5), N(0.1, 50, 4), N(0.35, 70, 8), N(0.25, 90, 16),
N(0.15, 119, 32)

- case 2: N(0.15, 25, 10), N(0.1, 37, 8), N(0.15, 65, 16), N(0.25, 77, 9),
N(0.15, 91, 30), N(0.2, 154, 15)

- case 3: N(0.28, 100), N(0.25, 30, 100), N(0.15, 60, 64), N(0.2, 100, 256),
N(0.2, 145, 576)

A multi-dimensional example, which includes both well-
separated Gaussian components as well as non-Gaussian areas, is
shown in Figure 4; again, kernel density approximation results in
reasonably accurate estimations with a small number of Gaussian
components.

Kernel density approximation is a framework to estimate a
density function with a mixture of Gaussians. Even though kernel
density approximation provides accurate estimation with a small
number of Gaussians and all relevant parameters are determined
automatically, the approximation error is relatively high in areas
where density modes are non-symmetric and/or there are heavy-
tailed areas. This is because only a single Gaussian is assigned
to each detected mode and the covariance for each Gaussian
is estimated based only on the curvature around the mode.
Kernel density approximation has one free parameter — kernel
bandwidth, as does kernel density estimation. Fortunately, there
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(a) Case 1
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(b) Case 2
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(c) Case 3

Fig. 2. Comparison between KDE and KDA in 1D. (left) Original density function (middle) KDE (right) KDA For the approximation, 200 samples are
drawn from the original distribution
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Fig. 3. Examples of bad approximation by EM algorithm (case 3 in Table I)

are several approaches to determine the kernel bandwidth as
[1], [5]–[7] although no ideal solution for determining optimal
bandwidth is known yet.

III. SEQUENTIAL KERNEL DENSITY APPROXIMATION

In many real-time computer vision applications, all the data is
not initially available; instead, data is provided frame by frame.
Therefore, on-line density estimation is needed for real-time
processing. The procedure to update the density function is similar
to the on-line EM algorithm [19], [23], but our method determines
the number of Gaussian components in a more principled way at

each time step. In this section, we present a sequential version of
kernel density approximation.

A. Naive Quadratic Time Algorithm

Assume that at time t the underlying density is a mixture
of Gaussians having nt modes and that for each mode we
have allocated a Gaussian N(κi

t,x
i
t,P

i
t), i = 1, . . . , nt. For the

moment, select a learning rate α and assume that all incoming
data become part of the model. Let N(α,xnew

t+1 ,Pnew
t+1 ) be a new

measurement. With the integration of the new measurement, the
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Fig. 4. Comparison between KDE and KDA with 200 samples in 2D. (a) KDE (MISE = 1.6684 × 10
−6) (b) KDA (MISE = 3.0781 × 10

−6)

density at time t + 1 is initially written as

f̂t+1(x) =
(1 − α)

(2π)d/2

nt∑
i=1

κi
t

| Pi
t |

1/2
exp

(
−

1

2
D

2
(
xt,x

i
t,P

i
t

))

+
α

(2π)d/2 | Pnew

t+1 |1/2
exp

(
−

1

2
D

2 (
xt,x

new

t+1 ,P
new

t+1

))
(12)

Starting now from locations xnew
t+1 and xi

t with i = 1, . . . , nt, we
perform mean shift iterations and let x

newc

t+1 and x
ic

t , i = 1, . . . , nt

be the convergence locations. We select first the convergence
locations at which more than one xi

t or xnew
t+1 converged. Let y be

a point in this set and let xj , j = 1, . . . , m be the starting locations
for which the mean shift procedure converged to y. If the Hessian
Ĥ(y) = (∇∇

�)f̂t+1(y) is negative definite, we associate with
the mode y a Gaussian component by N(κy ,y,P(y)) where κy

is the sum of xj’s weights (j = 1, . . . , m) and the covariance
matrix P(y) is determined by the method in section II-B. At time
t+1 the Gaussian components located at xj , j = 1, . . . , m will be
substituted for by a new Gaussian N(κy ,y,P(y)). In other words,
those Gaussian components that converge to the same location
after adding a new Gaussian are replaced by a single Gaussian
component, so the number of components in the mixture does not
increase indefinitely through the sequential update of the density
function.

If the Hessian Ĥ(y) is not negative definite (i.e., the location y

is either a saddle point or a local minimum), all the components
associated with xj , j = 1, . . . , m are left unchanged to avoid
incurring too high an error.

For the convergence locations at which only one procedure
converged (except the convergence location for xnew

t+1 ), the weight,
mean and covariance of the associated Gaussian component are
also left unchanged.

B. Linear Time Algorithm for Sequential Approximation

The sequential kernel density approximation technique de-
scribed in the previous section takes O(n2

t ) time in each step,
where nt is the number of modes at time step t. Now, we relax
the constraint that the number of Gaussian components is equal to
the number of modes in the density function, and improve the time
complexity to linear time. As a result, the number of Gaussian
components may be slightly more than the compact representation
introduced in section III-A, but the sequential kernel density
approximation is performed much faster asymptotically.

Recall equation (12). The previous algorithm runs the mean-
shift procedure for all of nt+1 components, and finds convergence

points for all of them. Then, it finds the mode associated with
the new data, and updates that mode.1 So, if we could efficiently
identify those modes that would merge with the new data, then
the execution time can be dramatically reduced. This technique
is explained next.

1) Algorithm Description: Given the nt + 1 modes in the
t + 1st step, we first search for the convergence point cnew of
xnew

t+1 in the density f̂t+1(x) of equation (12). Now, we have to
determine which other modes converge to cnew and should be
merged with xnew

t+1 . The candidates that converge to cnew are
determined by mean-shift, and this procedure is repeated until no
additional candidate converges to cnew . The first candidate mode
is the convergence point xi

t (i = 1, . . . , nt) of xnew
t+1 in the density

function f̂ ′
t+1(x) = f̂t+1(x) − N(α, xnew

t+1 ,Pnew
t+1 ). Note that all

the candidates are one of the components in the previous density
function f̂t(x). The mean-shift procedure is performed for xi

t in
f̂t+1(x), and we check if the convergence point of xi

t is equal to
cnew . If they are not equal, we conclude that there are no further
merges with xnew

t+1 and create a Gaussian for the merged mode;
otherwise, we check the next candidate which is determined by
finding the next convergence point of xnew

t+1 in the density function
f̂ ′
t+1(x) = f̂ ′

t+1(x) − N(κi
t,x

i
t,P

i
t).

The covariance matrix and the weight of the merged mode
should be also updated as described in section III-A. The for-
mal description of this algorithm is given in Algorithm 1. In
Algorithm 1, MeanShiftModeFinding is the function to detect the
convergence location by the mean-shift algorithm from a point
(the second argument) in the density (the first argument).

2) Algorithm Analysis: The time complexity of this algorithm
is O(nmax) on average by amortized analysis, where nmax is
the maximum number of modes in all time steps; a sketch of the
proof is as follows.

Suppose that each new data element has 5nmax + 1 credits,
which is defined as the reserved number of operations for the
Gaussian component corresponding to the new data. For the
search for the convergence point (line 3 in Algorithm 1), at
most nmax +1 operations are performed and the new component
consumes nmax + 1 credits since the function MeanShiftMod-
eFinding takes linear time. 2nmax credits are required for two
mean-shift iterations when the new component fails to merge (the
last iteration of while loop). Also, we need 2nmax operations

1Rarely, some merges which do not include the new data may happen. It
hardly affects the accuracy of the density functions, but leads to a difference
in the number of components between the quadratic and the linear time
algorithm.
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Algorithm 1 Linear-time sequential kernel density approximation

1: S = {xnew
t+1 }, κ = α

2: f̂ ′
t+1(x) = f̂t+1(x)

3: cnew = MeanShiftModeF inding(f̂t+1(x),xnew
t+1 )

4: f̂ ′
t+1(x) = f̂ ′

t+1(x) − N(α, xnew
t+1 ,Pnew

t+1 )

5: while 1 do
6: xi

t = MeanShiftModeF inding(f̂ ′
t+1(x),xnew

t+1 )

7: c = MeanShiftModeF inding(f̂t+1(x),xi
t)

8: if cnew �= c then
9: break

10: end if
11: S = S ∪ {xi

t}, κ = κ + κi
t

12: f̂ ′
t+1(x) = f̂ ′

t+1(x) − N(κi
t,x

i
t,P

i
t)

13: end while
14: merge all the modes in the set S and create N(κ, c,Pc) where

Pc is derived by the same method in equation (10)

(line 6 and 7) whenever the new component is merged with the
currently existing mode, but the existing mode is responsible for
this cost. So, the remaining 2nmax credits are supposed to be
used when another mode is merged with it later. After losing all
credits, the mode finally disappears.

For K time steps, K new Gaussian components are entered
and sequential kernel density approximation is performed. There-
fore, the number of operations for all K time steps is at most
O(Knmax), and the average time complexity in each time step
is O(nmax). The derived complexity is bounded by O(nmax), but
practically it is faster than this since the number of modes in each
time step is less than nmax in most cases. The number of modes
is slightly more than the previous quadratic time algorithm, but
the improvement of time complexity is the dominating factor for
the overall speed of algorithm.

C. Performance of Sequential Algorithm

The linear time sequential kernel density approximation algo-
rithm, which we will refer to as the fast approximation algorithm,
is a variant of the quadratic time algorithm. The performance of
the fast approximation algorithm was tested through simulation,
and compared with the quadratic time algorithm as well as a
sequential version of kernel density estimation.

Starting from the initial density function, a new data element
is incorporated at each step, and Mean Integrated Squared Error
(MISE) with sequential kernel density estimation is employed
as a basis of comparison. The weighted Gaussian mixture —
N(0.15, 80, 152), N(0.4, 122, 102), and N(0.45, 122, 1002) —
is used as the initial density function, and the new data is
sampled from another Gaussian mixture — N(0.2, 52, 102),
N(0.5, 100, 102), and N(0.15, 175, 102) — plus a uniform distri-
bution in [0, 255] with weight 0.15. In this experiment, we expect
the initial density function to morph to the new density function
from which data samples are drawn.

As seen in Figure 5, the fast approximation algorithm accu-
rately simulates the sequential kernel density estimation; the final
density function has three major modes which closely correspond
to the Gaussian centers in the sampling function. The simulated
density function using the quadratic time algorithm is very similar
to that of the fast approximation algorithm in most steps, so it
is not presented separately in this figure. Note that the sequential

kernel density estimation has more than 300 Gaussian components
at the 300th time step, but the fast approximation algorithm has
only a small number of modes.
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Fig. 5. Simulation of fast approximation algorithm and comparison with
sequential kernel density estimation. (a)-(f) Fast sequential kernel density
approximation (top) vs. sequential kernel density estimation (bottom).

Figure 6 shows that the MISE of the fast approximation
algorithm is comparable to the quadratic time algorithm (and in
repeated experiments, the new algorithm is often better) while
the increase of the number of modes using the fast algorithm is
moderate.

We also compared the density propagation by on-line EM algo-
rithm [19], [23]. The initial density function is exactly the same,
and a Gaussian mixture density function with three components
is updated by the on-line EM algorithm at every time step. Note
that the density function from which samples are drawn also
has three components except uniform distribution component. As
demonstrated in Figure 7, the Gaussian with the largest variance
is not adapted well by new data, and significant error is observed
around major modes. In this example, the on-line version of EM
algorithm is not able to remove a component for the high variance
distribution, nor to create a new component that is represented in
the data.

The standard on-line EM algorithm does not update the number
of components in the mixture, so, according to our experiment,
the on-line EM algorithm is typically faster by two or three times
than sequential kernel density approximation depending on the
number of components in the mixture and the characteristics of
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Fig. 6. Comparison of MISE and number of components in each step of
1D simulation between fast approximation algorithm (top) and quadratic time
algorithm (bottom). (a) MISE (b) Number of modes
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Fig. 7. Simulation of on-line EM algorithm.

the underlying density function.2

Multi-dimensional simulations were also performed, and it is
observed that the major modes of density functions are preserved
well although there are relatively high errors in areas far from
these modes. Figures 8 and 9 present the simulation results, show-
ing the comparisons of MISE and number of modes, respectively.

To compare the speed of the linear and quadratic time al-
gorithms, the CPU time for the one-step sequential density
approximation procedure was measured for density functions
with different numbers of components. Since sequential density
estimation contains matrix operations, it is also worthwhile to
check the performance with respect to dimensionality. So, our
experiments are performed by varying the number of modes and
the dimensionality. We performed comparisons for two different
dimensionalities (2D and 6D), and the results are presented
in Figure 10. We observe that the running time of the fast
approximation algorithm is significantly less than the quadratic
time algorithm.

Finally, we performed 100-step sequential density estimations
in various dimensions, and computed the average CPU time and
MISE3. Figure 11 illustrates that the fast approximation algorithm
is faster and comparable in accuracy.

In the next section, we describe how to apply the sequential

2Unfortunately, one-to-one speed comparison is not straightforward due to
different update strategies for the number of components.

3The MISE is computed only at sample locations in this case to handle
high dimensional examples.
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Fig. 8. Simulation of fast sequential kernel density approximation (left) and
comparison with sequential kernel density estimation (right)
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Fig. 9. Comparison of MISE and number of modes in each step of 2D
simulation between fast approximation algorithm (top) and quadratic time
algorithm (bottom). (a) MISE (b) Number of modes

kernel density approximation technique to on-line target appear-
ance modeling for visual tracking.

IV. ON-LINE TARGET APPEARANCE MODELING FOR OBJECT

TRACKING

Real-time object tracking is a challenging task. One of the
greatest challenges to creating robust trackers is the construction
of adaptive appearance models which can accommodate unstable
lighting condition, pose variations, scale changes, view-point
changes, and camera noise. Many tracking algorithms [2]–[4], [8],
[26] are based on a fixed target model, which makes it difficult to
apply them over long time intervals because of target appearance
changes.

Some efforts have been made to overcome these problems. In
[21], heuristics regarding the replacement of the target template
are suggested; Nummiaro et al. [25] update the model by taking
the weighted average of the current and new histograms. Recently,
Ross et al. [28] propose an adaptive tracking algorithm that
updates the models using an incremental update of eigenbasis.
Instead of using a template or a histogram for target model-
ing, parametric density representations have been used in many
tracking algorithms. A Gaussian distribution and its update by a
Kalman filter for target template is proposed in [24]; a Gaussian
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Fig. 11. CPU time and MISE with respect to dimensionality in sequential
kernel density approximation. (MISE ratio is error ratio of fast approximation
algorithm to quadratic time algorithm.)

distribution is utilized to model the target template, and it is
updated by a Kalman filter. McKenna et al. [22] suggest using a
Gaussian mixture model computed by an EM algorithm, but their
method requires knowledge of the number of components, which
may be difficult to know in advance. number of modes changes
frequently. A more elaborate target model is described in [19],
where a 3-component mixture for the stable process, the outlier
data and the wandering term is designed to capture rapid temporal
variations in the model. However, the implementation of that
method also requires a fixed number of components. Additionally,
it cannot accommodate multiple stable components.

The most important issue in target model update is the balance
between adaptiveness to new observations and resistance to noise.
Since the target model can drift away by undesirable updates,
only target pixel observations should be integrated into the model.
From this point of view, a probability density function of visual
features is a good solution for target modeling, because frequently
observed data contribute the most significant part while outliers
can have limited effects on the integrity of the model.

In this section, we present a density based target modeling and
on-line model update algorithm to deal with changes in target
appearance, and compare its performance with other methods.

A. Target Modeling

We construct a model for each pixel in the target object with a
mixture of Gaussians, so the target model is represented as a set
of density functions. Our representation can include an arbitrary
number of Gaussian components in each density function, and
describes the underlying density accurately.

Using pixel-wise color density modeling has the advantage of
describing the details of a target region, but does not capture any

spatial aspects of an object’s appearance. So, we also incorporate
rectangular features into our target model. These features are
obtained by averaging the intensities of neighbors (e.g., 3× 3 or
5× 5) in each color channel (r, g, b) and are computed efficiently
with integral images [31]. Since rectangular features encode
the spatial information around a pixel, they ameliorate some
problems caused by non-rigid motions of objects and pixel mis-
registrations. The performance of such features have previously
been investigated in object tracking [13] and detection [31].

Initially, at time 0, the density function for each pixel (i, j)

within a selected target region has a single Gaussian component
N(1, x0(i, j),P0(i, j)) whose mean x0(i, j) is the combination
of color at (i, j) and average color of its neighborhood. In each
time step t, the new data xt(i, j) at the pixel location (i, j) is
denoted as

xt(i, j) = (r, g, b, r̄, ḡ, b̄) (13)

where (r̄, ḡ, b̄) denotes the average intensity of the neighborhood
centered at (i, j) for each color channel. Note that xt(i, j) would
be a 2D vector composed of intensity and average intensity for
gray scale images.

Whenever a new observation is integrated into the current
density, the density function is updated as explained in Section
III-B. As time progresses, highly weighted Gaussian components
are constructed around frequently observed data, and several
minor modes may also develop. Using exponential updating,
old information is removed gradually if no further observations
are nearby. So, the representation maintains a history of feature
observations for any given pixel.

B. Update in Scale

The target model so constructed is robust to changes of feature
values, but is not intended to handle scale change. Tracking may
fail in sequences containing large scale changes of target objects,
since the observations are severely affected by drastic up- or
down-sampling.

The scale in each frame is determined in tracking algorithm,
and we update the size of the target model at every β% scale
change as follows: the pixel location in the new target window is
projected into the old target window, and the density function is
computed by a weighted sum of neighborhood density functions
as

f̂
�
x(i, j) =

∑
(u,v)∈A(i,j)

w(u, v)f̂x(u, v) (14)

where A(i, j) is a set of pixels adjacent to (i, j)’s projection onto
the old target window, f̂x(u, v) is an estimated density function
for feature vector x at (u, v), and w(u, v) is the normalized weight
associated with each density function f̂x(u, v). The new density
function f̂�

x(i, j) is also a mixture of Gaussians, and the kernel
density approximation technique presented in section II is applied
to reduce the number of components for a compact representation.

The modeling error in scale change is fairly small because
of the spatial coherence of the target. Also, since the rectangular
features for adjacent pixels are based on highly overlapping areas,
they are robust to updates in scale. This appearance model update
in scale is simple, but performs well in experiments; the strategy
plays an important role in the examples displaying significant
scale change.
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C. Maximum Likelihood Parameter Optimization

Any general tracking algorithm can be utilized with our target
appearance modeling method; we adopted a simple gradient-based
method in our experiments.

Let M(x;p) denote the parameterized motion of location x,
where p = (vx, vy, s) is a vector for translation and scale. Denote
by d(M(x;p)) the observation at the image of x under motion p.
Now, the tracking problem involves finding the optimal parameter
using the maximum likelihood method.

pt = arg max
p

∑
(i,j)∈R

p(d(M(x(i,j);p))|pt−1, A
(i,j)
t ) (15)

where (i, j) is the relative location in the target region R, and
A

(i,j)
t the current appearance model at (i, j). The local gradient

of likelihood in the parameter space is computed, and the optimal
parameter is obtained by iteratively moving in the gradient-ascent
direction until convergence. Once the optimal location and scale
of the target is found, the target model is updated by the method
described in Section IV-A if the current target and model template
size changes by less than β%; otherwise the update in scale
presented in Section IV-B should be performed, additionally.

D. Experiments

Various sequences are tested to illustrate our on-line appearance
modeling technique. New data is integrated with the weight of
α = 0.05. Also, the target model is updated in scale at every β =

10% change of size, and a slightly higher learning rate α = 0.1 is
used at this time. For the rectangular features, 5×5 neighborhood
pixels are used.

The learning rate is critical to overall performance. It would
be ideal to adjust the learning rate based on the confidence of
observations and the prediction of target appearance changes.
However, this is a very difficult problem by itself, so we use fixed
values, which are determined empirically. The tracking results
presented are unaffected by minor changes to the learning rate
— 3∼5% (without scale update) and 5∼10% (with scale update).
This is because our sequential kernel density approximation
algorithm is effectively adapts to the consistent data and is
resistant to noise. Also, the kernel bandwidth for new data is
fixed for the entire sequence in the following examples, since
the overall tracking performance is almost the same for a large
range of kernel bandwidth according to both [11] and our own
experiments.

Figure 12 shows the results on a tank sequence, in which the
target has low contrast and changes its orientation during tracking.
Our tracking algorithm succeeds in tracking for the entire 940
frames even with transient severe noise levels due to dust (e.g.,
Figure 12 (b) and (d)).

The results on a person sequence are presented next. In this
sequence, a human face is tracked with a large change of face
orientation and lighting conditions; the results are shown in Figure
13. Figure 13 (e) illustrates how the appearance of the face
changes over time, where the color of each pixel is determined by
weighted mean of a Gaussian mixture associated with the pixel.4

Figure 13 (f) shows the average intensity of the target region over
time, and it suggests that brightness changes significantly during
tracking and it is difficult to track accurately without adaptive
appearance modeling.

4The rectangular features are not used in the visualization.

(a) t = 1 (b) t = 590

(c) t = 940 (d) Target appearance changes

Fig. 12. Tracking result of tank sequence

In Figure 14, the tracking results for the head of a football
player are presented. In this sequence, the target object moves
fast in high clutter and is blurred frequently. Also, the changes
in orientation and texture of the head make tracking difficult,
so the density function for the target model must be able to
accommodate those variations for accurate tracking. As shown
in Figure 14 (f), the average number of components per pixel
(solid line) is moderate but the variation (dotted line) is high,
which suggests that a density function with a fixed number of
components may produce a high tracking error since some pixels
require a large number of components for accurate modeling.

In Figure 15, a gray scale image sequence involving a large
scale change is presented, and our appearance model update
strategy adapts to this well.

In the last sequence, the appearance of the car changes
frequently because of the shadow and its red lights. Also, a
person passes in front of the car and the image is severely
shaken several times by camera movement. Figure 16 shows
that our on-line density-based modeling is successful in this
sequence in spite of occlusion and appearance change. Figure 17
illustrates internal information of tracker for the frame at t = 18.
Figure 17(a) presents the local similarity map centered at the
target location at the previous time step (white triangle), where the
highest likelihood location (black triangle) means the new target
location.5 On the other hand, target window, target appearance
model and pixel likelihood map are depicted in Figure 17(b). In
the pixel likelihood map, the bright pixels indicate high likelihood.
As shown in the figure, the occluded area has very low similarity
with the target appearance model and low likelihood, so has very
limited effect in finding the optimal location.

Two different appearance modeling methods are implemented
for comparison; one is fixed modeling with a Gaussian distribu-
tion and the other is modeling by a Gaussian mixture with three
components which is update by an on-line EM algorithm. For
each algorithm, two different feature sets — color only and color
with rectangular features for each pixel — are employed. Using

5The optimal target size does not change in this frame, so the scale for
current target size is selected for visualization.
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Fig. 13. Tracking results of person sequence
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Fig. 15. Tracking result of car1 sequence

(a) t = 1 (b) t = 18

(c) t = 192 (d) Target appearance changes

Fig. 16. Tracking result of car2 sequence

the same gradient-based tracking, six different cases including
two for our algorithm are tested, and the results are summarized
in table II. The numbers in the table indicate the rough frame
numbers where tracking fails. Also, some examples of failures are
illustrated in Figure 18. As table II illustrates, our on-line density
approximation shows good performance compared with other
parametric techniques. The only algorithm able to successfully
track through both sequences was our method, using both pixel-
wise and rectangular features.

V. CONCLUSION

We described kernel density approximation and its sequential
update strategy in which the density function is represented with
a mixture of Gaussians. This representation is advantageous over
conventional parametric or non-parametric techniques since every
parameter for a Gaussian mixture — number, means, covariances
and weights for each Gaussian component — is automatically
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Fig. 17. Supplementary data for the frame at t = 18 of car2 sequence. (a)
local similarity map (b) target window (top), appearance model (lower left)
and pixel similarity (lower right)

TABLE II

COMPARISON OF TRACKING RESULTS

Modeling method person football
(205 frames) (80 frames)

Fixed Ca fail (110) fail (20)
Gaussian C+Rb fail (110) fail (20)
Gaussian C succeed fail (55)
mixture C+R succeed fail (25)

Our C succeed fail (70)
method C+R succeed succeed

acolor feature
bcolor rectangular feature

determined. The sequential update procedure has linear time com-
plexity, and the sequential kernel density approximation technique
can be incorporated in many real-time applications with low
computational cost. The use of the new framework was illustrated
in on-line target appearance modeling for object tracking. The
performance of kernel density approximation was illustrated by
various simulations and experiments with synthetic examples and
natural videos.
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